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Abstract. Visually impaired individuals often face significant challenges in navigating their environments due to 
limited access to visual information. To address this issue, we propose an assistive tool designed to operate on a PC. 
The focus of this research is on developing an efficient, lightweight object detection system to ensure real-time 
performance while maintaining compatibility with low-resource setups. The proposed system enhances the autonomy 
and accessibility of visually impaired individuals by providing audio descriptions of their surroundings through the 
processing of live-streaming video. The core of the system is an object detection module based on the state-of-the-art 
YOLO7 model, designed to identify multiple objects in real-time within the user's environment. The system processes 
video frames captured by a camera, identifies objects, and delivers the results as audio descriptions using the pyttsx3 
text-to-speech library, ensuring offline functionality and robust performance. The system demonstrates satisfactory 
results, achieving inference speeds ranging from 0.12 to 1.14 seconds for object detection, as evaluated through 
quantitative metrics and subjective assessments. In conclusion, the proposed tool effectively aids visually impaired 
individuals by providing accurate and timely audio descriptions, thereby promoting greater independence and 
accessibility. 
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INTRODUCTION 
Visual data has now become very important 

in our daily lives. This  importance comes from the 

impact of visual information on human thinking and 

its role in decision-making. The degree of visual 

impairment varies between individuals, with some 

people losing their ability to see completely [1], others 

only being able to distinguish light, shapes, or having 

no visual perception at all. The challenges faced by 

people with visual impairment vary depending on the 

degree to which their visual abilities are affected. 

According to the World Health Organization’s 2017 

estimates, there were approximately 253 million 

people with visual impairment, of whom 36 million 

were completely blind [2].  We can define visual 

impairment as a decrease in the ability to see, which in 

turn leads to vision problems that can never be solved 

with traditional solutions such as glasses and others. 

Therefore, it has become necessary to improve the 

quality of life for people with visual impairment. 

 In the past, people with visual impairment 

were helped with different techniques, as white canes 

help their users feel the way and enable them to reach 

some places through trained dogs. Despite the benefit 

and magnificence of these inventions for their users, 

they are classified as limited, as in order to benefit 

from the canes, they must be physically in contact with 
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things all the time. The same is true for dogs. In order 

to benefit from them, they must be cared for and 

trained intensively. It must be noted that technological 

developments such as the global positioning system 

(GPS) and three-dimensional sound systems have 

played a major and influential role in improving the 

daily lives of visually impaired people over the world. 

However, the above-mentioned technologies have 

limited functions and focus on basic things such as 

knowing the measurement of angles [3,4] highlighting 

the urgent need for comprehensive assistive 

technology that can help users reasonably and 

understand the environment more deeply.  

With the development of deep learning 

algorithms, technologies such as object detection [5], 

video translation [6], and image translation [7] have 

become essential tools to enhance accessibility for 

people with visual impairments after translating visual 

information into speech. Object detection helps people 

with visual impairments navigate their surroundings 

with confidence and safety by identifying real-time 

objects and potential hazards and by describing objects 

in daily life such as food, tables, chairs, etc. Object 

detection greatly helps people with visual impairments 

move independently in their environment. The most 

common algorithms for object detection are R-CNN, 

region-based convolutional neural network [8], SSD 

(single-shot multi-detector) [9], and also YOLO You 

Only Look Once [10]and its extensions are a two-stage 

detector It starts with creating a region proposal and 

then follows it by classifying these regions to identify 

the objects on them. R-CNN improved the process by 

using a region proposal network to create proposals 

with less computational time. This leads to an increase 

in the speed and accuracy of object detection. While 

SSD and YOLO can detect in one step, they are 

combined into one process, suggesting the region and 

classifying the object. This feature of integration gives 

them high detection speeds with less computational 

cost. This approach allows YOLO to achieve real-time 

object detection speed while maintaining reasonable 

accuracy. SSD is known for its balance between 

accuracy and speed.  

However, YOLO’s real-time performance 

may encourage researchers to release several versions 

of the model. For example, YOLO5 is known for its 

speed and accuracy. It has been used and achieved 

success in computer vision applications such as 

autonomous vehicles [11], video surveillance [12], 

and drone navigation [13]. Based on this, YOLO7 [14] 

was released, which provides significant 

improvements in speed and accuracy. It also features 

the detection of multiple objects in a single video or 

image frame, which could make it an important option 

for complex object detection [15,16]. It has been 

shown that YOLO7 [17] is more accurate than Faster-

R-CNN and also has better real-time performance. 

This paper presents an assistive tool for visually 

impaired individuals, utilizing YOLO7 for object 

detection, the system delivers audio descriptions of 

objects for the user to facilitate a richer understanding 

of the environment using a camera and headphones. 

The key contributions of this work include: 

1- Designing and Implementing an assistive system 

for the visually impaired utilizing the YOLO7 

model. 

2- Performing comprehensive experiments and 

comparisons across various versions of YOLO7 

to assess speed, accuracy, and computational 

efficiency. 

3- Designing a lightweight and cost-effective 

framework that integrates YOLO7 with real-time 

audio feedback, ensuring seamless operation on 
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embedded platforms for enhanced portability and 

usability. 

A.    Related work  

The recent literature related to addressing 

problems related to computer vision was emphasized 

in Section 1, and its aim is to present appropriate 

methods to help people with visual impairment. V. 

Kumar et al [1] presented a method through which the 

blind can be helped by relying on image translation 

technology. The encryption can be decoded and a 

coding framework can be created by using ResNet50-

LSTM networks. The study in [3] used a different 

technique to describe visual content in images based 

on VGG16-LSTM. With all of the above, both 

methods need an attention layer in their deep structure, 

which is very important for processing sequential data 

such as video and texts. The solution to this problem 

was found by M. Sarkar et al. [18], where the image 

captioning method was adopted, which is based on the 

concept of deep learning, which includes an attention 

mechanism. This deep model relies on the Inception-

ResNet network, which was previously trained to 

extract features, followed by the gated (GRU) network 

to generate explanatory comments. In the study [19] 

the researchers described a single video frame through 

image captioning technology, which can help the 

blind, as this model can help one frame for every 50 

frames in order to reduce complexity. In addition, the 

authors Included a method that can measure the 

distance of objects detected by the camera using Yolo5 

and using the similarity of triangles approach. The 

captioning was based on a traditional structure using 

VGG16 [20] to extract features and using LSTM [21] 

to generate words. However, by integrating the 

attention mechanism into the deep neural structure, 

this model can be upgraded to perform better. 

 The study in [22] developed a system that 

can describe video to help visually impaired and blind 

people. This system integrates multiple pre-trained 

models as in Yolo3 to detect objects and a pre-trained 

image translation model. However, the system was 

primarily designed to process video frames from a pre-

recorded media file instead of processing them directly 

from the camera, which limits its real-time 

applications. In the study [23], a deep learning model 

was proposed that can help blind people recognize 

information in the environment by using video 

translation techniques. A system was built by using an 

encoding and decoding framework using a VGG16 

network and a group to decode captioning. using 

RNN-LSTM. Then, the MSVD dataset [24] was 

allocated into five categories to train the model. The 

proposal, however, lacks a mechanism for interest in 

the system, in addition to the use of traditional models. 

 

B.    Proposed Approach 
Figure 1 illustrates the system architecture and 

the interaction between its hardware components. The 

hardware components include a PC (Personal 

Computer), a USB camera, and headphones. The 

camera captures video frames, which are processed by 

the object detection model. The results are then 

converted from text to audio format using the pyttsx3 

Python library and delivered to the user via the 

headphones. Unlike online text-to-speech tools, 

pyttsx3 provides offline functionality, ensuring 

reliable performance without needing an internet 

connection.  
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Figure 1. Architecture of the proposed system 

In the proposed system, objects are detected 

using pre-trained Yolo7 as a basic framework based on 

transfer learning. Yolo7 is known for its high accuracy 

and efficiency in real-time object detection tasks. 

Here, we used Yolo7 as it is suitable for real-time 

applications on embedded systems. This model 

identifies objects within the frame and classifies them 

with special tags such as a car, a table, etc. After that, 

it ensures that the tags are suitable for speech synthesis 

by processing them. Finally, the processed tags are 

translated into audio descriptions using the text-to-

speech Python library. 

 

C.     Experimental Results and Discussion 
The object detection model is analyzed and 

evaluated in this section. The pre-trained YOLO7 is 

used, which has been trained on the well-known MS 

COCO dataset. In order to ensure efficiency, this 

system processes video frames at a rate of one frame 

per second. The frames that have been taken from the 

YOLO7 model are applied to detect objects on these 

frames. There is more than one version within the 

YOLO7 model, between YOLO7-tiny and the largest 

YOLO7-E6E. See Table 1, taking into account the 

comparison between speed and accuracy. 

Additionally, Figure 2 illustrates the qualitative results 

from real-world scenarios using various versions of 

YOLO7. This Figure highlights the ability of these 

models to detect multiple objects in real-time with 

high accuracy. However, as demonstrated in Figure 2, 

YOLO7-E6E achieves higher accuracy than others. 

The experiments are executed on a computer with a 

Core i7 processor and 8 GB of RAM using the Python 

programming language utilizing the Pytorch 

framework. 
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Table 1: Comparison of YOLO7 variants 

Version Number of parameters Size AP (evaluated on MS COCO) Inference speed   

YOLO-tiny 6.2M 12.3 MB        38.7%  0.12 s   

YOLOv7 36.9M 73.8 MB        51.4%  0.42 s   

YOLO-X 71.3M 139.7 MB        53.1%  0.84 s   

YOLO-W6 70.4M 137.9 MB        54.9%  0.55 s   

YOLO-E6 97.2M 190.4 MB        56.0%  0.70 s   

YOLO-D6 133.7M 261.9 MB       56.6%  0.98 s   

YOLO-E6E 151.7M 297.2 MB        56.8%  1.14 s   

 

 

Figure 2. Result of Object detection using: (a) YOLO7-tiny, (b) YOLO7, (c) YOLO7-D6, (d) YOLO-E6E. 
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CONCLUSION 

Using the best techniques available in deep 

learning, visually impaired individuals were helped 

through the hardware implementation system, which 

is what the study presented in this research. We also 

focus on the literature and analysis of related studies, 

highlighting their limitations and preparing for 

progress in this field. Our approach is mainly based on 

providing useful audio descriptions of the 

environment through video translation and object 

detection, to help and improve users' ability to move 

independently. Here we show that our system shows a 

significant development in accuracy and efficiency. 

Additionally, the proposed system does not require 

special skills to operate and is easy to set up, in 

addition to being cost-effective without needing for 

internet connection. Our experiments have proven the 

effectiveness of the system across different scenarios 

and its ability to adapt.  

As for future work, we plan to deploy the 

proposed system on portable device like the Jetson 

Nano. Furthermore, the proposed system can be 

enhanced by adding other assistive technologies to it, 

such as text recognition, image captioning, and face 

recognition. 
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